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H&O What is Bayes’ theorem?

GR Bayes’ theorem is a rule in mathematical probability for computing the probability of an event given that something else is true—that is, a conditional probability. In medicine, these events might include the result of a diagnostic test, the presence of a disease, the effectiveness of a treatment, or the occurrence of adverse side effects if a patient receives a particular treatment. Probability theory rests on axioms to create a coherent system for calculating probabilities. Conditional probability refers to the likelihood that something is the case or that an event will occur based on other knowledge. An example of a conditional probability is the probability that a patient has a disease when a diagnostic test result is positive. Bayes’ theorem indicates how to go from the probability that a test is positive, given that the patient has the disease, to the probability that the patient has the disease, given that the test is positive, given that the patient has the disease, conditional on the test being positive for the disease. Why do we need to know how to transform the probability? When a new test for diagnosing a disease is in development, the investigators apply the test to subjects known to have the disease (ie, already diagnosed by means of a standard diagnostic method) and to individuals who are disease-free. Investigators use these data to determine the probability of a positive test result, given the presence of the disease, which is called the test’s sensitivity. Similarly, they use the data to estimate the test’s specificity, which is the probability of a negative test result, given absence of the disease. These probabilities arise because the tests are not perfect. When a diagnostic test is positive, the patient wants to know if he or she does in fact have the disease. Because the test is not perfect, we need a way to convert the test’s sensitivity and specificity probabilities to statements about the likelihood that the patient has the disease. That is where Bayes’ theorem comes in.

Bayesian inference derives its name from Bayes’ theorem. This approach to statistical inference uses Bayes’ theorem to update current knowledge in light of new evidence. For example, a physician who is uncertain of how well a treatment will work in a particular patient can consult data from studies of that treatment in a group of similar patients, and use the information to update his or her certainty or prediction about the benefit. Bayesian inference allows one to condition on observations to make inferences about treatment effects.

H&O Can you please describe Bayesian models?

GR A Bayesian model typically begins with a mathematical characterization of uncertainty or belief about something. In a clinical trial setting, that uncertainty may relate to whether a new treatment is superior to the current standard of care. It is necessary to use some type of mathematical probability function to characterize the heterogeneity that is seen across patients who are participating in a clinical trial. Bayes’ rule shows how to combine the prior probability about the new treatment’s efficacy—which is the uncertainty that exists before the study—with the study data to calculate updated probabilities for making inferences about the treatment’s efficacy, given the new data. The models used for inference incorporate probability distributions.
How can Bayesian models and calculations be incorporated into clinical trial design?

GR: Many phase 1 studies already incorporate Bayesian calculations and models. The continual reassessment method incorporates an underlying model about the relationship between dose and the risk of adverse events. As patients are treated at different doses, observations can be used to update knowledge about the risk of adverse events at a given dose. The decision about whether to treat a new patient with the same dose, to escalate to a higher dose, or to stop the study is based on Bayesian calculations in many phase 1 trials.

In phase 2 trials, Bayesian models and calculations are used in several ways. Uncertainty may still exist about the optimal dose of a drug after a phase 1 study, particularly one that focused exclusively on toxicity. A phase 2 trial may compare different doses of a drug or ways of combining the drug with other therapies. This trial may use Bayesian calculations along the way. The study may adapt treatment assignments as patients enter the study, meaning that data concerning the clinical effect or the risk of toxicity associated with different treatments are used to preferentially assign patients to those treatments that appear more effective and/or less toxic. Subsequent patients then have a higher probability of receiving the better treatment in the study. The goal is to increase the proportion of patients who receive the better therapies while also learning about these therapies.

Trials with a seamless design transition from phase 1 to phase 2 by eliminating certain doses as the study progresses. These trials might also randomly assign patients to the standard of care, which acts as a control arm, while determining the optimal dose of a new drug. With a Bayesian approach, it is also easy to incorporate historical data from studies of the standard-of-care treatment. With the Bayesian approach to statistical inference, as more information is gathered, it can be used to update the degree of certainty or knowledge. Historical information can be incorporated into the characterization of prior uncertainty.

Many phase 2 studies evaluate a set dose drawn from a phase 1 study, even though this dose may not be optimal for several reasons. In our studies, my colleagues and I incorporate continual monitoring of adverse events and use Bayesian calculations to estimate the risk of an adverse event when treating the next patient. If we become certain that the risk is too great, we will consider stopping the study. We also use Bayesian calculations for interim monitoring, to see whether the available data provide enough evidence to conclude that one treatment is superior to the other or that the trial is unlikely to generate sufficient evidence to allow conclusions regarding treatment differences if it continues as planned. In the latter case, the trial may be stopped for futility.

In oncology, many studies now incorporate biomarkers to evaluate treatment or predict outcome. It may be possible to use genetic predisposition or molecular characterization of a tumor to predict whether patients will develop a certain toxicity associated with a drug. The enrollment criteria might exclude patients at higher risk of toxicity and preferentially enroll patients who have a higher chance of a good outcome. These determinations will involve Bayesian calculations.

Phase 3 trials can use Bayesian calculations for monitoring toxicity and efficacy throughout the study. A study might be stopped based on a difference in outcomes among treatment arms or because no such difference is expected. Phase 3 trials may also incorporate adaptive, outcome-informed randomization.

What advantages do Bayesian models provide over other models?

GR: An alternative strategy is the frequentist approach, which involves proof by contradiction. The frequentist approach uses a $P$ value, which in a clinical trial describes the likelihood that one would observe the same or more extreme treatment differences when the treatments are equally effective. A smaller $P$ value corresponds to a lower probability that one would observe very different treatment-specific outcomes in the absence of a treatment difference. In contrast, the Bayesian approach provides a probability value to the statement that there is or is not a difference between the treatments in light of the study data. The frequentist approach does not provide this probability.

A key advantage to the Bayesian approach is that it can measure the certainty that there was a difference between treatments. It is possible to incorporate that
information in a way that is consistent with mathematical probability. The Bayesian approach also provides a more straightforward way to incorporate results from other studies into inferences for the current study.

Physicians are always making decisions for patients, and decision-making under uncertainty is best handled using Bayesian calculations. The Bayes decision rule is optimal in the sense that it maximizes the expected or average trade-off between benefits and costs.

**H&O** How can Bayesian models be used to assess lower dosages of marketed drugs?

**GR** The Bayesian approach allows incorporation of historical information to predict how a treatment will perform. For the marketed drug, there is experience in how the drug performs at certain doses. It is possible to incorporate that information into a study’s design, and thereby reduce the sample size when comparing a lower dose with higher doses. A smaller trial would allow us to find an answer more efficiently in a less resource-intensive way.

**H&O** Is there an example in which a Bayesian model was used to assess lower dosages of a marketed drug in oncology?

**GR** I am not aware of specific examples in oncology yet that incorporate Bayesian calculations. I am currently designing a study that will use a Bayesian approach. There are examples in other diseases, such as diabetes and Alzheimer disease. A study of dulaglutide (Trulicity, Lilly) followed an adaptive, randomized design in patients with diabetes to evaluate different doses during a phase 2 portion. It selected the best doses based on Bayesian calculations, and continued as a randomized, controlled clinical trial with an active comparator.

**H&O** Does the use of the Bayesian model impact the interpretation of data?

**GR** The Bayesian model affects the interpretation of the inference from the data. As a Bayesian will always say, the data are the data. We condition on what we observe, as opposed to a frequentist, who conditions on an hypothesis. The Bayesian model affects our interpretation of the outcome of an experiment in that we can make a direct statement about the probability of certain scenarios, such as the probability that the patient will live longer than 3 years when treated with a drug or that a patient will do better on drug A vs drug B. A Bayesian model can quantify these probabilities, incorporating all uncertainties based on the heterogeneity among patients and other studies.

**H&O** Can a physician use a Bayesian approach to lower a dose for a particular patient?

**GR** In some sense, physicians already do. We all use Bayesian inference every time we make a decision by using what we know from experience and determining the risk. We may ignore the risk, but we tend to update our assessment of risk as we gain experience. A patient might report adverse events during treatment, and the physician, based on his or her experience treating other patients, may modify the regimen or continue treatment as is. Physicians use their knowledge drawn from experience with other patients to guide decision-making and tailor their approach for a particular patient.

**H&O** Are there any new ways of using Bayesian models in drug development?

**GR** Many drug developers are interested in applying outcome adaptive randomization. With this approach, patients are randomly assigned to one of many treatments, and after the study has treated a certain number of patients, the randomization may change to favor treatments associated with better outcomes. Subsequent patients will therefore have a higher probability of receiving treatments that appear superior. As time progresses, those probabilities will change. If the data suggest that a particular treatment is superior with a high degree of certainty, then the study may stop.

Newer studies are also incorporating historical information from past studies. Bayesian methods are being used in meta-analyses, in which the results from many completed studies are used to make inferences about how treatments compare. There is interest in using Bayesian methods for studies of rare diseases or studies in children, which will typically have a small sample size. In smaller studies, it is necessary to leverage as much information as possible from each observation and all available sources of relevant information.

**H&O** Are there any other innovations in trial design?

**GR** There are studies in oncology that aim to match treatments to patients, based on the molecular characterization of their tumors. Many newer anticancer treatments have been designed to affect cancer cells that have a particular molecular aberration and to disrupt pathways for cancer cells while sparing normal cells. It is hoped that these targeted agents will have less toxicity. Sometimes the agents have other effects, good or bad, beyond the intended one. There are several studies that use molecular characterization to match patients to targeted therapies,
while recognizing that there may be other agents that would be equally effective or that the targeted agent may also be effective for patients who exhibit different molecular characterizations. This approach is being used in the I-SPY 2 trial (Investigation of Serial Studies to Predict Your Therapeutic Response With Imaging and Molecular Analysis 2) in breast cancer and the BATTLE studies (Biomarker-Integrated Approaches of Targeted Therapy for Lung Cancer Elimination) in non–small cell lung cancer, as well as in the MATCH study (Molecular Analysis for Therapy Choice) from the National Cancer Institute, which has screened thousands of patients with advanced or refractory solid tumors, lymphoma, or myeloma. Some of the new studies are using Bayesian calculations to determine which treatment to give to subsequent patients, based on previous data gathered in the study, such as experience with patients who have similar molecular characteristics.
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